
Table 3
Performance evaluation criteria (PEC) used for model evaluation.

Parameter  r2  NSE  |PBIAS| (%)

Daily	surface	runoff	 	 ≥0.5	 	 ≥0.30	 	 ≤35
Monthly	subsurface	flow	 ≥0.5	 	 ≥0.30	 	 ≤60
Monthly	sediment	yield	 ≥0.6	 	 ≥0.50	 	 ≤45
Annual	crop	yield	 	 ≥0.6	 	 ≥0.30	 	 ≤25

Table 4
Annual observed precipitation, irrigation, field, and treatment surface runoff, and treatment subsurface flow for the study period.

   Field 1 Field 2 Field 3 Field 4 Field 5 Field 6 CT ST CT ST 
   (CT) (ST) (CT) (ST) (CT) (ST) average average average average 
   annual annual annual annual annual annual annual annual annual annual 
 Annual Annual surface surface surface surface surface surface surface surface subsurface subsurface 
 precipitation irrigation runoff runoff runoff runoff runoff runoff runoff runoff flow flow 
Year (mm) (mm) (mm) (mm) (mm) (mm) (mm) (mm) (mm) (mm) (mm) (mm)

1999* 726 67 88 79 97 53 176 109 120 80 13 43
2000 1,042 106 153 36 125 56 234 70 171 54 70 110
2001 886 229 294 64 171 82 300 160 255 102 138 180
2002 1,183 178 526 364 417 324 284 259 409 316 133 276
2003 1,247 25 718 259 529 337 275 224 507 273 128 335
2004 1,132 127 317 231 197 226 144 34 219 164 162 187
2005 1,488 77 469 367 275 265 327 195 357 276 216 509
2006 1,114 146 157 90 128 85 181 73 155 83 96 156
2007 910 302 79 5 32 11 19 3 43 6 63 78
2008 1,361 210 329 196 169 157 165 109 221 154 194 341
2009 1,360 83 364 169 310 160 373 120 349 150 92 155
2010† 870 102 98 37 54 26 51 5 68 23 104 184
2011† 773 229 4 5 0 0 7 1 4 2 12 11
2012† 1,030 229 25 36 25 9 28 16 26 20 82 82
2000 to 1,107 157 272 143 187 134 184 98 214 125 115 200
2012
average
Notes: CT = conventional tillage. ST = strip tillage.
*Partial year record in 1999.
†All	fields	in	no-till	from	2010	to	2012.

tics in the soil subsurface. Because of this, the 
PEC values for comparisons of monthly sub-
surface flow were set at r2 ≥ 0.5, NSE ≥ 0.3, 
and |PBIAS| ≤ 60%. For annual crop yields, 
PEC were set at r2 ≥ 0.6 and |PBIAS| ≤ 25% 
as suggested by Wang et al. (2012). The NSE 
PEC for annual crop yield was set at ≥0.3.

Results and Discussion
Calibration Parameters. Key APEX param-
eters resulting from the calibration are 
presented in table 2. From the sensitiv-
ity analysis, the yield simulations had the 
greatest sensitivity to P28 (sensitivity index, 
SI = 0.60), P34 (SI = 0.20), and P92 (SI = 
0.15). P28 is the upper nitrogen (N) fixation 
limit. P34 is the exponent in the Hargreaves 
evapotranspiration equation. P92 is inversely 

related to daily CN adjustment based on soil 
moisture (SM) content. Wang et al. (2012) 
reported that APEX crop yield is typically 
sensitive to P34. For hydrology, the great-
est sensitivity was observed for P92 (SI = 
1.0). The APEX initial condition 2 (CN2) 
is impacted by the CN index coefficient 
(P42), if the variable daily CN SM index 
method is used, or P92 if the variable daily 
CN nonlinear CN/SM with depth weight-
ing method is used. The variable daily CN 
nonlinear CN/SM with depth weighting 
method was used for this study. P92 and P34 
have been reported to be influential for run-
off and water-related outputs (Wang et al. 
2014). Since CN2 is fixed by land use (crop) 
type, conservation practice, and hydrologic 
soil group, daily CN sensitivity is reflected 

in changes in P92. For sediment, the greatest 
sensitivity was observed for P92 (SI = 0.70) 
and APM (SI = 0.60). APM is the peak run-
off-rate-rainfall energy adjustment factor. 
Slope length was set to 5 m to account for 
the crop rows running perpendicular to the 
general slope of the fields and to reduce pre-
dicted sediment yields.

Precipitation and Irrigation. The average 
annual precipitation from 2000 to 2012 was 
1,107 mm, with a maximum of 1,488 mm 
in 2005 and a minimum of 773 mm in 2011 
(table 4). Irrigation varied from a minimum 
of 25 mm in 2003 to a maximum of 302 
mm in 2007 (table 4). Extended periods of 
reduced precipitation were observed from 
1999 to 2001 and 2010 to 2011. The max-
imum observed single event occurred on 
March 28, 2009, and was 124 mm.

Crop Yields. Yield data were available for 
cotton and peanut production years from 
1999 to 2009. Observed cotton lint yields 
varied from 0.60 Mg ha–1 to 1.80 Mg ha–1 
while observed peanut yields varied from 
3.0 Mg ha–1 to 5.5 Mg ha–1. Yield treatment 
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Figure 2
APEX (a and c) calibration and (b and d) validation results for annual cotton lint yields under (a and b) conventional tillage (CT) and (c and d) strip 
tillage (ST).
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differences were not statistically different 
(alpha = 0.05) for either the cotton or the 
peanut crops. Observed cotton yields were 
above the study average in 2001 and 2009 
(figure 2). Precipitation in 2001 was below 
average, but the crop received greater irriga-
tion that year (table 4). Precipitation in 2009 
was above average (table 4). Cotton yields 
were below the study average in 2000 (figure 
2). Precipitation totals were slightly below 
average in 2000 (table 4). Peanut yields were 
not as variable as the cotton yields (figure 
3) (coefficient of variation for cotton was 
32 while it was 20 for peanuts). Both the 
north and south blocks were in ST after the 
2009 growing season. The dry matter yield 
of energy sorghum harvested from the north, 

former CT, fields in 2012 was 14.8 Mg ha–1 
while it was 16.6 Mg ha–1 from the south, 
former ST, fields.

Cotton and peanut crop yields from 1999 
through 2009 were simulated. A comparison 
between APEX simulated crop yields indi-
cates good overall predictability for cotton 
lint (figure 2) and for peanut (figure 3) for 
both the calibration and the validation fields. 
Most cotton lint yield estimates were within 
±20%. One exception was 2009, which had 
above average annual precipitation, when the 
model underestimated cotton lint yields for 
all fields (figure 2). Most peanut yield esti-
mates were within ±10%. Summary statistics 
for the calibration and the validation periods 
indicated mixed simulation success for both 

cotton lint and peanut yield (table 5). Cotton 
lint simulations were satisfactory for all but 
the CT calibration period. While the model 
tracked trends in cotton lint yield well, devi-
ations from the observed yield were large for 
some years (figure 2). While APEX tracked 
trends in the observed peanut yields (figure 
3), PEC were only satisfactory for the valida-
tion for both treatments (table 5). The greater 
difficulty simulating peanut yields may have 
been due to a limited number of peanut pro-
duction years (n = 4). RMSEs for cotton lint 
were <0.33 Mg ha–1, or within 25% of the 
observed yield, for all comparisons (table 5). 
RMSEs for peanut yields were <0.74 Mg 
ha–1, or within 17% of the observed yield, 
for all comparisons (table 5). Gassman et al. 
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Figure 3
APEX (a and c) calibration and (b and d) validation results for annual peanut yields under (a and b) conventional tillage (CT) and (c and d) strip  
tillage (ST).
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Table 5
Calibration and validation statistics for the annual cotton lint and peanut yields by field and treatment.

 Conventional tillage   Strip tillage

 Cotton  Peanut  Cotton  Peanut

 Calibration Validation Calibration Validation Calibration Validation Calibration Validation 
Statistic (Field 1) (Field 3) (Field 1) (Field 3) (Field 2) (Field 4) (Field 2) (Field 4)

Observed	annual	yield (Mg ha–1) 1.22 1.20 4.13 4.38 1.20 1.30 4.28 4.19
Simulated annual yield (Mg ha–1) 1.03 1.12 3.87 4.21 1.08 1.07 3.97 4.09
RMSE (Mg ha–1) 0.30 0.21 0.47 0.28 0.22 0.33 0.74 0.43
PBIAS (%) 16.1 6.0 6.5 3.9 9.7 17.6 7.2 2.4
NSE 0.14 0.61 –1.04 0.72 0.52 0.23 0.05 0.68
r2 0.55 0.71 0.43 0.84 0.80 0.68 0.24 0.72
Notes:	RMSE	=	root	mean	square	error.	PBIAS	=	percentage	bias.	NSE	=	Nash-Sutcliffe	efficiency.	
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Figure 4
Calibration and validation annual observed and simulated surface runoff for the (a) 2003 con-
ventional tillage (CT) and (b) 2002 strip tillage (ST).
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Table 6
Calibration and validation statistics for daily surface runoff for the calibration and valida-
tion fields.

 Conventional tillage Strip tillage

 Calibration Validation Calibration Validation 
Statistic (Field 1) (Field 3) (Field 2) (Field 4)

Observed	average	daily	surface	runoff	(mm)	 0.71	 0.49	 0.38	 0.35
Simulated average daily surface runoff (mm)  0.67 0.62 0.43 0.50
RMSE (mm) 2.55 2.61 2.19 2.49
PBIAS (%) 6.0 –24.9 –14.6 –43.1
NSE 0.70 0.52 0.72 0.53
r2 0.72 0.64 0.72 0.60
Notes:	RMSE	=	root	mean	square	error.	PBIAS	=	percentage	bias.	NSE	=	Nash-Sutcliffe	efficiency.	

(2010) summarize comparisons of APEX 
simulated and observed crop yields for sev-
eral different crops. Their study reported 
good agreements for model simulations of 
cotton, but no results with respect to pea-
nuts (Gassman et al. 2010). Estimates of yield 
obtained here appear in agreement with the 
ranges presented by Gassman et al. (2010).

Surface and Subsurface Hydrology. 
Observed annual surface runoff and sub-
surface flow varied considerably from 1999 
to 2012 (table 4). The first year of the study, 
1999, was not included in the annual com-
parisons because hydrologic data were 
not collected the entire year. The highest 
observed annual surface runoff total was 
observed from CT field 1 in 2003—718 mm 
or 58% of annual rainfall. The 13-year (2000 
to 2012) average annual surface runoff for 
CT was 214 mm while it was 125 mm for 
ST (table 4), 1.7 times that of the ST. For 
the period from 1999 through 2009 when 
the tillage treatments were in place, surface 
runoff from the CT fields was consistently 
greater than that from the ST fields (table 4). 
Cumulative annual surface runoff difference 
during the 1999 to 2009 period when the 
treatments were in place was found to be sig-
nificantly different (alpha = 0.025) (Bosch et 
al. 2012).

The highest annual subsurface flow was 
observed from the ST fields in 2005—509 
mm (table 4), which was 34% of the annual 
rainfall. The 2000 to 2012 average annual sub-
surface flow for the CT was 115 mm while it 
was 200 mm for the ST (table 4). Subsurface 
flow for the period from 2000 to 2012 for 
the ST was 1.7 times that of the CT. For the 
period from 1999 through 2009 when the 
tillage treatments were different, ST subsur-
face runoff was consistently greater than that 
from the CT (table 4). Annual subsurface 
flow differences during the 1999 to 2009 
period when the treatments were installed 
were found to be significantly different 
(alpha = 0.025) (Bosch et al. 2012). Average 
total water loss for the two treatments was 
nearly equal—329 mm for the CT and 325 
mm for the ST, or approximately 30% of 
annual rainfall. Following the conversion of 
the north block CT fields to no-till in 2010, 
surface runoff from these fields decreased 
and subsurface flow increased to levels rela-
tively equivalent to those of the south block 
ST (table 4).

Goodness of fit statistics for the daily esti-
mates of surface runoff for the CT and ST 
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CT,	Calibration	Field	1	 1:1	Line

ST,	Calibration	Field	2	 1:1	Line

Figure 5
Comparison between observed and simulated daily runoff. 
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are provided in table 6. PEC for the daily 
surface runoff simulations indicate a satis-
factory fit for both the calibration and the 
validation periods, CT and ST, apart from a 
high negative PBIAS for the ST validation 
period (tables 3 and 6). RMSE for daily 
surface runoff averaged 2.46 mm across all 
comparisons. Comparisons between simu-
lated and observed annual totals of surface 
runoff for the CT treatment indicated an 
overestimation of runoff for the years with 
less runoff (<300 mm) (figure 4). Similar 
results were observed for the ST treatment 
for the years with low runoff totals (<200 
mm) (figure 4). Both treatments had equal 
distribution of over- and underprediction 
for years with greater annual runoff (>200 
mm) with the exceptions of large under-

predictions for CT in 2003 and for ST for 
2002 (figure 4). For both the 2002 ST and 
2003 CT periods, APEX consistently under-
predicted surface runoff during the higher 
runoff producing periods. Examination of 
daily runoff estimation indicated an even 
distribution of estimates above and below 
the 1:1 line for the CT (figure 5). As noted 
with the PEC results, there was a tendency to 
overestimate daily surface runoff for the ST 
(figure 5). Considerable scatter was observed 
around the 1:1 line for the small events (<50 
mm) (figure 5), indicating difficulty simulat-
ing the events that produced less runoff for 
both treatments.

Gassman et al. (2010) present evaluation 
criteria for several different APEX studies. 
For the field scale studies (<100 ha), monthly 

surface runoff r2 values ranged from 0.54 to 
0.91 while NSE values ranged from 0.44 
to 0.86. Event-based comparisons between 
APEX simulated and observed surface run-
off for a 0.75 ha field in Georgia reported an 
NSE of 0.70 and a PBIAS of 2.6 (Ramirez-
Avila et al. 2017). Similar model performance 
was reported by Baffaut et al. (2017). Values 
found here fall within these values in the lit-
erature for surface runoff.

Goodness of fit statistics for the monthly 
estimates of subsurface flow aggregated by 
treatment are provided in table 7. Only a 
calibration period was simulated for the sub-
surface flow due to a lack of replication of 
these data. PEC statistics for monthly sub-
surface flow indicated less than satisfactory 
fits for both the treatments (tables 3 and 7). 
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Figure 8
Sum of annual observed and simulated sediment yield for the (a) conventional tillage (CT) calibration and (b) validation and the (c) strip tillage (ST) 
calibration and (d) validation.
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CT peanut). The NSE values for the annual 
crop yields for the calibration and validation 
periods varied from a low of –1.04 (calibra-
tion period for CT peanut) to a high of 0.72 
(validation period for CT peanut). Despite 
these relatively low performance statistics, 
the model matched general trends in yield 
for both crops over the observation period 
(figures 2 and 3). While the simulations of 
monthly subsurface flow did not meet the 
established PEC, predictions of annual totals 
generally tracked observed trends (figure 6). 
PEC for monthly sediment yield indicated a 
less than satisfactory fit for both treatments 
for the calibration and the validation periods. 
Examination of annual sediment yield data 
indicated an equal distribution of over- and 

underestimations of annual sediment yield 
for the CT treatment (figures 7a and 7b). For 
the ST, where sediment loads were typically 
low, APEX tended to overestimate annual 
sediment yield (figures 7c and 7d).

The established APEX simulation presents 
a good framework for examining crop yield 
and surface runoff in conventional and con-
servation tillage systems in the Coastal Plain 
Region. APEX simulations of annual subsur-
face flow should prove useful for examining 
long-term trends. Less than satisfactory results 
with subsurface flow and sediment simu-
lations indicate further refinement of the 
model calibration or the model framework 
is necessary before it is used as a tool for 
examining these processes for Coastal Plain 

conditions such as those examined here. This 
simulation illustrates the trade-offs associated 
with multi-objective model applications. The 
selected parameter set yielded the optimum 
results for jointly examining surface runoff, 
subsurface flow, crop yield, and sediment. 
While better model performance may have 
been obtained by narrowing the focus, this 
approach is believed to most accurately 
describe the many interactions of agricul-
tural production systems.
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